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Precise simulation of digital camera architectures requires an accurate description of how the radiance image is transformed by optics and sampled by the image sensor array. Both for diffraction-limited imaging and for all practical lenses, the width of the optical-point-spread function differs at each wavelength. These differences are relatively small compared to coarse pixel sizes (6µm–8µm). But as pixel size decreases, to say 1.5µm–3µm, wavelength-dependent point-spread functions have a significant impact on the sensor response. We provide a theoretical treatment of how the interaction of spatial and wavelength properties influences the response of high-resolution color imagers. We then describe a model of these factors and an experimental evaluation of the model’s computational accuracy.
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1. INTRODUCTION

Digital image quality depends on the properties of the imager and the image processing algorithms (rendering pipeline) that follow. To obtain high quality images, the algorithms and imager properties must be coordinated. For example, rendering pipeline parameters that govern sharpening, smoothing, de-noising, and color transforms are normally derived from measurements of imager properties; various sensor calibration procedures are available to measure the imager properties. Measurements of sensor noise are important for setting smoothing and sharpening parameters; pixel spectral sensitivity measurements are essential for setting color transformation parameters.

In nearly all current applications, spatial and spectral imager properties are grouped separately and measured in distinct calibration procedures. Similarly, the rendering pipeline separately manages spatial and color transformations. But, as technology scales and pixels become very small, spatial and spectral factors begin to interact so that separate management of space and color can lead to unwanted artifacts. In this paper we describe and quantify one of the factors that confound pattern and color measurements.

The literature describes several types of failures of spatial and spectral independence, and several of these are summarized by the term pixel crosstalk. This term refers to pixel responses arising from light incident at neighboring pixels rather than the pixel itself. In a color imager, pixel crosstalk occurs when, say, photons incident on a red pixel produce responses in a neighboring green pixel. Such crosstalk degrades the spatial resolution, reduces overall sensitivity, reduces color separation and increases image noise during color correction procedures.1

Pixel crosstalk arises for both optical and electrical reasons. Electrical crosstalk occurs when charge carriers (electrons) generated by incident photons within the nominal pixel-collection region diffuse within the silicon substrate and are collected in a neighboring pixel. The proportion of carriers accumulated by a neighboring pixel depends on the pixel structure, collection area, and distribution of sensitivity inside a pixel. This type of crosstalk even depends on the wavelength of the incident light. This effect occurs because carriers at different depths in the substrate have different likelihoods of reaching neighboring regions, and photons at different wavelengths are likely to be absorbed at different depths. Electrical crosstalk has been studied extensively.2,3

Optical crosstalk also has a spectral and a spatial component.1,4,5 One source of optical crosstalk can be traced to the fact that color filters are located at a considerable distance from the pixel substrate. In modern sensors, the distance from the color filter to the photodetector can be 3µm –7µm, much larger than the photodetector or pixel width. The path from the color filter to the detector contains metal and insulation layers, and each surface boundary scatters some of the incident light. Consequently, light incident at oblique angles can pass through the filter of a particular pixel and
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be partially absorbed by the detector in an adjacent pixel. The fraction of light absorbed by a neighboring pixel can vary significantly, and for imaging lenses with a low f-number this scattering can be quite large. Appropriately positioned microlenses located on the top of color filters can significantly reduce spatial optical crosstalk.\(^1\)

However, this is not the only source of optical crosstalk: Wavelength-dependent point-spread functions of the imaging lens provide a different mechanism of optical crosstalk generation.\(^5,7\) Differences in the light spread as a function of wavelength have a significant impact on the spectral response of pixels near an edge, line, or other fine image feature. The wavelength-dependent spreading of light near an edge or line means that the spectral power distribution of the light incident at a pixel depends on the pixel’s position with respect to that edge or line. Furthermore, the spectral power distribution of light falling on pixels near an edge varies with position, even when the spectral power distribution in the scene is constant across space. Hence, color measurements made by pixels near an edge or line are unreliable measures of scene color.

The precise spectral composition of the light near an edge depends on the spatial structure in the image. This interaction of pattern and color produces a highly complex relationship between the spectral illumination at the pixel and the scene pattern. Accounting for these complex local effects is probably beyond the level of complexity of current rendering pipeline technologies. On the other hand, it is best to avoid using the color responses near edges to infer color properties about the scene, such as the color of the illumination.

In addition to local spatial-spectral interactions, further interactions between spatial and spectral variables can be traced to variations in the on- and off-axis point-spread functions. Because the point spread changes slowly across space, the trend associated with this effect also changes slowly across the field of view. Hence, it may be possible to detect and correct this effect in conventional imagers.

The interaction between wavelength and spatial spreading results in a photodetector signal that is similar to other pixel crosstalk effects, because wavelength-dependent point-spread functions have a particularly powerful effect on imagers with small pixels (less than 2µm). We provide a theoretical treatment of this phenomenon, and we illustrate its effects through simulation.

2. METHODS

We use the Image Systems Evaluation Tools (ISET) software to analyze how the interaction of spatial and wavelength properties influences the response of high resolution color imagers.\(^8\) This software models the imaging pipeline by specifying (1) a radiometric description of the scene, (2) optical transformation of the scene radiance to the irradiance signals at the sensor, (3) sensor capture, (4) digital image processing for display, and (5) several perceptual metrics. In this section, we describe the analytical formula used in the simulation with a particular emphasis on the image formation methods.

ISET simulations can be initiated from a scene model; this is a radiometric dataset in which each pixel represents the spectral radiance \(L(x, y; \lambda)\) at a spatial location in a plane at a fixed distance \((x, y)\). The radiance is expressed in units of \(W/(s^2srnm)\), which can be converted to photons. The imaging optics convert the scene spectral radiance to a spectral irradiance image incident on the image sensor, \(E(x, y; \lambda)\) in \(W/(s^2nm)\). When modeling diffraction-limited optics, the ideal geometric image irradiance distribution is calculated by the camera equation,\(^9\)

\[
E(x, y; \lambda) = \frac{\pi T(\lambda) R(x, y; \lambda)}{1 + 4(1-m^2)(f/#)^2} L\left(\frac{x}{m}, \frac{y}{m}, \lambda\right),
\]

where \(T(\lambda)\) is the lens spectral transmittance, \(R(x, y; \lambda)\) is a relative illumination factor that accounts for off-axis irradiance, and \(m (< 0)\) is the magnification. The term
\[ f/\# = \frac{f}{D} \]  

is the f-number of the imaging system, a dimensionless quantity equal to the ratio of the lens focal length and the diameter of the clear aperture.

ISET includes a variety of imaging optics models, ranging from an ideal diffraction-limited lens to realistic lens models that include all the effects of monochromatic and chromatic aberrations, pupil aberrations, vignetting, and diffraction. Of particular relevance to the calculations here, the blurring process is characterized by a wavelength-dependent convolution operation,

\[ E_{\text{image}}(x, y; \lambda) = PSF(x, y; \lambda) \otimes E(x, y; \lambda) , \]  

where \( PSF(x, y; \lambda) \) is the point-spread function of the imaging lens and \( \otimes \) denotes the convolution operator. This convolution operation is valid over small image regions (isoplanatic). In the most general calculation, the image plane is divided into small isoplanatic sections, and each section is associated with a point-spread function. Each point-spread function has unit area under the curve, ensuring that no photons are lost by the blurring process. For a diffraction-limited system, the optical transfer function (OTF), which is the two-dimensional Fourier transform of the PSF, is

\[ OTF(\rho; \lambda) = \begin{cases} \frac{2}{\pi} \left[ \arccos \left( \frac{\rho}{2\rho_0} \right) - \frac{\rho}{2\rho_0} \sqrt{1 - \left( \frac{\rho}{2\rho_0} \right)^2} \right] & \rho \leq 2\rho_0 , \\ 0 & \text{otherwise} \end{cases} \]  

where \( \rho = \sqrt{f_x^2 + f_y^2} \) is the general radial distance in the spatial frequency plane and \( \rho_0 = 1/(2\lambda f/\#) \). Because the PSF has unit-area at each wavelength, \( OTF(0; \lambda) = 1 \). The peak of a unit-area point-spread function, located at \((0,0)\), can be derived from the area under the normalized OTF

\[ PSF(0, 0; \lambda) = \frac{\pi}{4} \lambda^{-2} f/\#^2 . \]  

Equation 7 shows that the peak of the PSF varies (inversely) with the square of the wavelength.

The line-spread function (LSF) is the inverse one-dimensional Fourier Transform of the radial OTF

\[ LSF(r; \lambda) = \int_{-\infty}^{\infty} OTF(\rho; \lambda) e^{i2\pi\rho r} \, d\rho . \]  

The peak of the LSF can be derived from the area under the radial OTF as well,

\[ LSF(0; \lambda) = \int_{0}^{2\rho_0} OTF(\rho; \lambda) d\rho = \frac{4}{3\pi} \lambda f/\# . \]  

Equation 9 shows that the peak of the LSF varies (inversely) with wavelength.

The remainder of the optical path, from sensor surface to silicon substrate, includes: a microlens, a color filter, planarization and interconnect layers, contacts, vias and dielectric layers that wire active devices into circuits. Different
approaches can be taken to characterize this part of the optical path; we analyze the behavior of on- and off-axis pixels using a phase-space approach. The relationship between the surface irradiance image and the image incident on the silicon substrate can be summarized by an optical efficiency,

\[ E_{\text{substrate}}(x,y;\lambda) = OE(x,y;\lambda)E_{\text{image}}(x,y;\lambda). \]  

(8)

For color image sensors, each color channel has its own optical efficiency: \( OE_R \), \( OE_G \), and \( OE_B \). These optical efficiencies include the appropriate color-filter transmission properties.

An electrical path follows the optical path, and converts of the optical image into a voltage image,

\[ V(x,y) = gAt_{\text{exp}} \int QE(\lambda)E_{\text{substrate}}(x,y;\lambda)\frac{hc}{\lambda} d\lambda, \]

(9)

where \( g \) is the conversion gain in \( \mu V / e^- \), \( A \) is the photodetector area inside the pixel in \( m^2 \), \( t_{\text{exp}} \) is the exposure time in \( s \), \( QE(\lambda) \) is the spectral quantum efficiency, which describes the conversion efficiency from photons to electrons, \( c \) is the speed of light in vacuum, and \( h \) is Planck’s constant. The voltage image is digitized to form a digital representation of the captured image. The ISET software includes a quantitative model of the photodetector that accounts for a variety of sensor parameters, such as pixel fill-factor, dark noise, read noise, and many others. The software also includes a variety of image processing algorithms, such as demosaicing, color conversion, and color balancing, and rendering methods; for example, to allow the digital image to be viewed on a monitor. In addition, it includes metrics to evaluate the perceptual quality of the final rendered image. The software implementation of these calculations and scripts to generate the figures for this paper are available at [www.imageval.com](http://www.imageval.com).

### 3. RESULTS

The main results of this paper show how scene spatial and spectral properties interact to form the spectral irradiance image at the sensor surface. The spatial-spectral interactions we analyze arise from the wavelength-dependent properties of the point-spread function (PSF). The first results illustrate the spatial-spectral interaction at the level of the irradiance image, using simple patterns and diffraction-limited optics. The second measure shows the significance of these interactions for the sensor response as pixel size varies. The third results show how the spatial-spectral interactions vary between on-axis and off-axis image sections using an example lens.

**Diffraction-limited spatial-spectral interactions.** The wavelength-dependent spatial blurring of a diffraction-limited f/5.6 lens is illustrated in Figure 1a. The surface represents the line spread function at different wavelengths. The spatial spread of the line spread function increases from 400nm to 700nm. This

![Figure 1](image-url)

**Figure 1.** Wavelength-dependent spatial blurring of a diffraction-limited f/5.6 lens. The surface (top) represents line spread functions from 400nm–700nm. The graph (bottom) compares the functions at 400nm and 700 nm directly.
wavelength-dependent spreading has two consequences. First, the peak of the line spread decreases as wavelength increases. Hence, spatial blurring decreases the number of photons at the center of the line image; this is captured by the declining peak amplitude, which is much higher at 400nm than 700nm. The reverse phenomenon is present a short distance (2µm–4µm) from the peak. The long-wavelength photons are spread farther from the line center. Hence, more long- than short-wavelength photons are present 3µm from the peak. The wavelength-dependent blurring causes pixels at different positions to experience different spectral irradiance functions. None of these functions matches the spectral photon radiance of the original image, which is constant across wavelength.

The difference in spatial blurring between 400nm and 700nm light is illustrated in Figure 1b, where the line spread functions at 400nm and 700nm are directly compared. The full-width half-maximum (FWHM) of the 400nm line spread is roughly 2µm, while the FWHM for the 700nm line is roughly 4µm. For this diffraction-limited f/5.6 lens, a pixel covered by a filter that transmits only short-wavelength light (blue) will be exposed to an image that has significantly better spatial resolution than a pixel that responds only to long-wavelength light.

The plotted curves also show that the spectral photon distribution (SPD) of the light in the irradiance depends upon the spatial pattern in the scene image. At the center of the line’s image, the SPD declines with wavelength, even though the input scene has a uniform SPD. The spectral irradiance at the peak is specific to this lens, but the basic phenomenon is present for any diffraction-limited lens. The SPD change can become very large when the image contains many lines or edges. Figure 2 illustrates the effect using a scene pattern with many lines. The scene is composed of a set of grid lines; each line is modeled as having a constant spectral photon distribution (SPD; see Figure 2 inset, upper left). The main image represents the spectral irradiance at the imager after accounting for the properties of the f/5.6 diffraction-limited optics.

The image is superimposed on a spatial grid to make it easy to compare the spreading with typical pixel sizes. The pointspread causes the grid lines to spread across several microns, covering distances that exceed 2µm, a typical small pixel size. Furthermore, the irradiance SPD varies at these different locations. The SPD near grid line intersections is similar to that of the line spread function’s peak, with a higher representation of short-rather than long-wavelength light. The SPDs measured in the dark regions between the fine grid lines have relatively more long-wavelength photons. These are contributed by the spreading of long-wavelength photons from all of the intersections surrounding the hole. Note that the SPD in the dark regions is still at a fairly high intensity level, being only about one order of magnitude lower than the levels at the intersections.

Consequently, even though the scene image contains only a single uniform SPD, the SPD in the irradiance varies significantly across space, and neighboring pixels are exposed to very different SPDs. It follows that, in image regions containing fine patterns, the spectral irradiance image is an unreliable measure of the scene SPD. It would be unwise, for example, to use the measurements from individual pixels in such regions to estimate scene SPD, because the irradiance SPD depends very strongly on the spatial structure of the image.
It is possible to compensate for spatial non-homogeneity in the irradiance SPD by pooling information across pixels; the average SPD of the irradiance image matches the SPD of the scene. But choosing the “right” region to average is not practical in a complex image. On the whole, it seems that only the spectral irradiance information in relatively uniform (coarse) image regions should be used to safely estimate the scene SPD. The specific meaning of “coarse” will depend on the quality of the optics. For the diffraction-limited f/5.6 lens used in this simulation, the SPD of an in-focus image region varies strongly over a range of 6µm–8µm. For these optics, which would be ideal optics for a structure with the human pupil and focal length, the irradiance should be approximately constant over a spatial extent of more than three times that distance (30µm; scene visual angle of 0.1 degree) to have a constant central region whose SPD matches that of the scene. This size is much coarser than the resolution limit of the human eye, which is on the order of 0.017 degrees of visual angle.12

Next, we simulate an experimental measurement of pixel spectral quantum efficiency. This simulation verifies the calculations and illustrates the size of the effects of the changing SPD on an image sensor response. First, we simulate a set of sensor measurements obtained with a spatially uniform field of light at a series of different wavelengths. The sensor pixels are 2µm (100 percent fill-factor) and modeled as having a constant spectral QE. The number of photons within each waveband is equal, and we use the simulated voltage response as an estimate of the relative spectral QE.

When the simulation is performed using a spatially uniform field, we recover the uniform spectral quantum efficiency as expected (not shown). But, the same simulation is performed using a thin line rather than a uniform spatial field, the estimated spectral QE varies strongly across pixel position, shown in Figure 3. The variation occurs because image formation redistributes the image photons according to their wavelength; photons at different wavelengths are distributed by different amounts in the irradiance image. Short-wavelength photons remain mainly near the center of the line (position A). But long-wavelength photons are spread and fall in disproportionately large quantities at the margins of the line (position C). Intermediate positions have intermediate spectral QE estimates (position B). The relative intensity at the center is much higher than the intensity at the margin, but the difference in the mean response is only a factor of four; responses from the margin are still significant. The simulation shows that measured voltage responses depend on the wavelength of light in the line, but the spectral QE varies by pixel position. Importantly, the estimated spectral QEs do not reflect the true pixel spectral QE, which is constant across wavelength.

There are at least two cases in which these interactions limit color imaging. First, the basic assumptions of spatial demosaicing—that the image has a single spectral irradiance across the 2x2 array—are strongly violated near edges. In modern imagers with 2µm pixels, there will be a spatial variation across the 2x2 pattern of a Bayer color filter array and the 4µm period of the Bayer color filter array pattern will often produce inaccurate renderings unless care is taken to handle the edges in a special way. Second, the irradiance SPD at these pixels does not match the scene SPD. Hence, the color responses from pixels near an edge do not measure to scene SPD. These responses should probably be excluded in white-point estimation algorithms, or at least accounted for in a systematic way.

**Pixel size.** These spatial-spectral interactions occur prior to image capture. The impact of these optical factors on sensor response depends on the relationship between pixel size and wavelength-dependent spreading in the image formation process. In general, the impact of spatial-spectral interactions on imager response is of greater magnitude for small than
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**Figure 3.** Pixel spectral response curves measured using a line stimulus with a constant (flat) spectral photon distribution (SPD). Because of the wavelength-dependent spreading, irradiance at the imager becomes uneven. Hence, the irradiance image at different locations does not match the equal photon input, and pixels at various distances from the center of the line appear to have different spectral response properties.
The relationship between the size of the effect and pixel size is measured for several simulated sensors in Figure 4. The graphs are estimated pixel spectral QE using sensors with pixels ranging in size from 1.5µm–16µm.

Pixel sizes ranging from 1.5µm–4µm and centered on the line respond more powerfully to short than long-wavelength light. The relative sensitivity increase for 1.5µm–4µm pixels is on the order of 10–20 percent. Pixels at the edge of the line experience different spectral-irradiance functions, and these show a complementary sensitivity increase to long-wavelength photons. As pixel size grows, in the range from 8µm–16µm, the estimated spectral QE becomes increasingly constant. Even though there is a slight bias, it is not very large. For example, a color pixel that measures light within a 100nm waveband sees relatively minor effects at 8µm–16µm or larger. Also, the responses at the pixels in the center of the line, with the large responses, are similar to the responses of the pixels at the edge of the line.

The reduction of the spectral QE variation with pixel size can be understood from simple properties. When the line image is centered on a large pixel, the response integrates all of the light even though it is spread by the optics. Because of this summation, the pixel response measures the scene SPD. On the other hand, when pixel size is small compared to spread, each pixel responds to a narrow portion of the spread. Spectral response then depends on the pixel’s position with respect to wavelength-dependent spreading.

The simulations in Figure 4 illustrate how the spatial-spectral interactions change the spectral QE for one particular pattern in one position. Changing the line position or changing the pattern changes the responses. These effects can be illustrated by simulation, but we have no simple analytical relationships to express the relationship between pattern, optics and imager.

**On- and off-axis imaging.** To this point, simulations have treated the optics as a single, shift-invariant system (isoplanatic). Real lenses are locally isoplanatic, but their point-spread functions vary with field height. A typical lens is designed to be optimized for on-axis imaging with minimal spatial spreading and wavelength variation in the central portion of the visual field. At increasing field heights, the point-spread function broadens and differences in the point-spread function at the various wavelengths increase. Consequently, the spatial-spectral interactions will differ from the center and periphery of the image. This section of results illustrates the difference between on- and off-axis imaging for an example lens.

Using lens simulation software from Zemax® and a lens prescription for a 2mm aspheric achromatic f/5.6 lens, we created an array of point-spread functions for different wavelengths and field heights. The point-spread functions for an on-axis and a 1.0mm off-axis location are shown in the plots in the left portion of Figure 5 (550nm). The on-axis point-spread function is symmetrical and similar to that of a diffraction limited lens with an f/5.6. The off-axis point-spread function is asymmetrical with an orientation toward the image center. This ‘lumpy’ point-spread function is due to aberrations (such as a coma) and quite common for off-axis point spreads in real lenses.

In the on-axis simulation (Figure 5 top graphs), the results parallel those in the diffraction-limited case. For this real lens, the short-wavelength photons are scattered less than long-wavelength photons (not shown). Consequently, the estimated spectral QE of the pixels near the center of the line is higher in the short- than long-wavelength portion of the
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**Figure 4.** Estimated spectral responsivity of pixels in a monochrome sensor as a function of pixel size. The test stimulus was a line with constant SPD, and a diffraction-limited f/5.6 lens. The pixel sizes were 2µm, 4µm, 8µm, 10µm, and 16µm. For pixel sizes of 2 µm and 4µm, individual pixels experience different spectral irradiance functions depending on the pixel’s location relative to the center of the line. The effect’s significance declines with pixel size, so that in this example, with the line centered over the pixel, an 8µm or larger pixel experiences only a 5–6 percent effect over a 100nm waveband.
spectrum. The pixels at the margin of the line image have lower overall sensitivity and their peak spectral QE is in the long-wavelength portion of the spectrum.

The point-spread functions at 1.0mm field height differ from the on-axis functions. The 400nm light is spread more than the 500nm light. This difference is reflected in the estimated spectral QE measured at this field height, shown in the bottom portion of Figure 5. The peak spectral QE for a pixel in the middle of the line’s irradiance image is no longer at 400nm, but closer to 500nm. Experimental measurements of the PSFs as a function of wavelength and its spatial variance correlate well with experimental measurements taken on a nearly diffraction limited lens.15

The spectral QE trend reverses at the line image’s margin, because this location contains the distributed photons. Again, the spectral QE of pixels at the line margin complement the spectral QE of the line center. The relationship between estimated spectral QE and the data is more complex, of course, when the spatial pattern is more complex. But a simple and general point from this analysis is this: spatial-spectral interactions in the on- and off-axis portions of the image differ. The differences introduced by this image formation process can appear as differences in the effective spectral QE of on- and off-axis pixels.

4. DISCUSSION

The spatial-spectral interactions explored in these calculations and simulations are part of the normal image formation process. The effects they produce on pixel response are similar to other, related phenomena known as pixel crosstalk.

Figure 6 illustrates the effect of this spatial-spectral interaction for a color sensor. In this simulation, we modeled a 2µm pixel within a Bayer RGGB pattern. The data in the image are rendered using only bilinear demosaicing. The figure

\[\text{Figure 5. Comparison of on-axis and off-axis estimates of spectral QE for a real lens. The upper panels show the point spread function on-axis and at 1.0mm field height for a 2mm aspheric achromatic f/5.6 lens. These were derived from Zemax® calculations using the lens prescription. The estimated spectral QE of pixels near an equal SPD line are shown in the two bottom panels. The spectral QE differs between the on-axis and off-axis image portions of the image, despite the fact that the scene input and sensor properties are identical across these two regions. The differences introduced by lens imperfections are particularly strong for small pixels (2µm in this case) and can require special space-varying correction.}\]
shows two regions of the image (64x64 pixels); the region on the left is produced by using the on-axis point-spread functions of the 2mm aspheric lens, and the region on the right is modeled using the off-axis (1.0mm field height) point-spread functions.

Color renderings within these two regions differ significantly. Note that the input, sensor properties, and rendering algorithms are identical: the only difference is the model of the local point-spread functions. It is widely understood that differences between on-axis and off-axis image formation produce geometrical distortions and general loss of resolution. The results here show that these differences also produce color shifts that may contribute to the general group of effects known as pixel crosstalk.

As pixels get smaller in size, the wavelength dependence and the field height dependence of the PSFs can produce objectionable artifacts in the image. Much of the image processing now applied, may need to be done on a channel basis. PSF-based focus recovery, spatially dependent cross-talk correction, geometric distortion, and color correction may need to be applied on a channel-wise basis.

Figure 6. Detail of simulated grid line images for the on-axis and off-axis portions of a color sensor. All scene and sensor properties are identical; only the local point spread functions differ as in Figure 5. With a 2µm pixel, these point-spread function differences cause the renderings to differ significantly.
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