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1 Introduction

Imaging systems are designed by a team of engineers, each with a different set of skills and expertise. The team members may work in separate organizations that specialize in different imaging system components, such as optical lenses, filters, sensors, processors, or displays. They may use different analytical tools and language to characterize the imaging component that they design. Engineering teams must make decisions together about the costs and benefits of a design change. Image systems simulations can enhance communication and collaboration between people with different types of expertise. A simulation environment helps engineers to (i) communicate effectively across different realms of expertise, (ii) predict the effect that changes to individual imaging components will have upon system performance, and (iii) experiment with new designs without incurring the cost of building a physical device.

Image systems simulations make it possible to both visualize and quantify how changes in system components will influence image quality. For example, one can evaluate the effects that different optical and sensor components have upon image quality, or how these changes will impact image-processing algorithms. Moreover, simulations make it possible to evaluate the performance of an imaging system under conditions that are difficult to recreate in the laboratory, including high dynamic range images, low light level images, object or camera motion, and so forth.

The importance of simulations has been recognized since the early days of imaging. For example, software simulations played a key role in the design and evaluation of the imaging system used in the first Mars Landing mission in the mid-1970s [1, 2]. Members of the engineering and scientific team that worked on this mission designed a spectrophotometric stereo imaging system that would capture and transmit data from an automated rover vehicle when it landed on Mars [1]. This team not only had to imagine the atmosphere, terrain and possible objects on Mars, but also had to anticipate problems that could arise from radiation.
encountered during the year it took for the imaging system to arrive on Mars. In addition, scientists needed to consider possible effects of lighting, geometry, dust, and abrasions on the quality of the images that the Mars Viking Landing rover would capture on Mars and transmit back to earth.

In remote sensing, image systems simulation is referred to as \textit{end-to-end simulation} \cite{3, 4} and also as image chain analysis \cite{5}. These terms emphasize the importance of evaluating individual imaging components in the context of a complete image systems simulation. Modeling the complete system for remote imaging systems \cite{6} requires (i) characterizing spectral properties of possible targets, (ii) modeling atmospheric conditions, (iii) characterizing the spectral transmissivity of filters, the sensitivity, noise, and spatial resolution of imaging sensors, and (iv) implementing image processing operations, including exposure control, quantization, and detection algorithms.

We developed image systems simulation software for consumer imaging that parallels this methodology \cite{7, 8}. The software (i) represents the radiometric properties of scenes and illuminants, (ii) models image formation through the main lens, (iii) characterizes the sensitivity and noise of sensors, including spatial and spectral sampling of color filter arrays (CFAs), (iv) includes image processing algorithms, and (v) outputs a calibrated (radiometric) representation of the rendered image. In this chapter, we describe this approach to integrate the component models into an image system simulation, and we illustrate how to use image systems simulation software to evaluate design tradeoffs, invent new imaging systems, and optimize image-processing algorithms.

2 Image Systems Simulation Software

Image systems simulation software should clarify how the system components work together to produce the final result; insights from the software should allow for continuing improvements to the system components and create the opportunity to experiment with new designs and components. With these goals in mind, we developed a simulation environment comprising a set of distinct software objects that capture the variety of imaging components and how these objects transform data along the imaging pipeline \cite{7, 8}. The most important objects are the scene, optics, sensor, processor, and display (Figure 1). The scene is a radiometric description of the input data. The optics object defines the lens properties that convert the scene into an irradiance image at the sensor surface. The sensor defines the properties of the pixels and sensor array that govern how the irradiance image is converted into electrons. The image processor (IP) object is a collection of algorithms that define how sensor data are transformed into display values. The display object is a radiometric description of the final image for any calibrated display. The software functions in the simulation environment act on these objects and the associated data. For example, there are functions that combine the scene and optics objects to calculate the irradiance at the sensor. Other functions combine the irradiance with the sensor object to calculate the sensor data.

The software is designed to support calculations of different degrees of complexity. For example, if the optics is a simple diffraction-limited lens, image formation functions convert the scene radiances to the irradiance at the sensor using established closed-form equations. If the optics is a multicomponent lens that includes information about geometric distortion and space-varying point spread functions from a ray-tracing program, then functions are invoked that use more complex computational methods. A flexible image systems simulation
3 Scene

The image systems simulation begins with a radiometric description of the light in the scene (Figure 2). To account for the effects of optics (e.g., defocus, chromatic aberration), filters [CFA and infrared (IR) blocking filters], and photodetectors (spectral quantum efficiency), it is necessary to begin with the spectral radiance. However, there are various degrees of radiometric completeness; many useful calculations can be performed even with only a partial description of the scene spectral radiance.

A complete scene radiometric description, \( L \), describes the rate of photons per scene position \((x, y, z)\), direction \((\theta, \phi)\), wavelength \((\lambda)\), and moment in time \([9]\). In addition, one might specify the polarization, although, in this chapter, we ignore polarization and time henceforth. The units of radiance are normalized per time interval \((s)\), solid angle \((sr)\), and area of the point source \((\text{photons/s/nm/sr/m}^2\)).

The complete scene radiometric function, \( L(x, y, z, \theta, \phi, \lambda) \), is rarely used, and for image systems simulation it is not generally needed. The most common simplification is a static, two-dimensional synthetic scene of a Lambertian surface. Examples are the Macbeth ColorChecker, spatial test patterns, luminance ramps, and uniform fields. These targets have a scene radiance that depends only on \( L(x, y, \lambda) \), because they are restricted to a single depth \((z)\), and emit equally in all directions \((\theta, \phi)\), and are constant across time \((t)\). When
used in combination with image quality metrics, these synthetic target scenes are useful for evaluating specific features of the system, such as color accuracy, spatial resolution, intensity quantization, and noise.

A simple representation of scene radiance is also sufficient for analyzing most aspects of sensor and illuminant correction algorithms. It is possible to create approximations to spectral representations of natural scenes from RGB images by using a model of a standard display (e.g., sRGB) and assuming that the display white point is the illuminant [10]. More accurate spectral representations of natural scenes can be generated using hyperspectral and multispectral imaging methods [11–19]. These data do not provide in-depth information, but they do provide insights about the typical dynamic range and spectral characteristics of the likely scenes.

A more extensive description of the scene radiance is required for analyzing other aspects of system performance. For example, to analyze the depth of field, the simulation must include information about the distance of the scene point from the camera, \( L(x, y, z, \lambda) \).

An important and related representation is to specify the irradiance at the first aperture (Figure 3), which is the only part of the scene radiance that the camera can acquire. This irradiance, called the **plenoptic function** [20] specifies for each point in the plane, \( (s, t) \), the photons arriving from each direction. The plenoptic function, \( P(s, t, \theta, \phi, \lambda) \), has units of spectral irradiance, \( \text{photons/s/nm/m}^2 \). In computer graphics, an alternative parameterization is commonly used, \( P(s, t, u, v, \lambda) \), where the angles are replaced by \( (u, v) \), the coordinates in a plane parallel to the aperture but positioned in the scene.
Figure 3 The plenoptic function (light field). While the scene spectral radiance is defined by a six-dimensional parameterization (Figure 2), the light field describes only those rays that are incident at the surface of the lens. We can parameterize all the rays that arrive at the lens by defining their position in two planes – one in the plane of the lens aperture \((s, t)\), and a second parallel plane slightly outside the aperture plane \((u, v)\). Each ray incident at the lens can be uniquely defined from its position in these two planes \((u, v, s, t)\). The light field incident at the lens, therefore, can be defined as \(P(u, v, s, t, \lambda)\). This light field is a full description of all the rays that enter the lens. Many key effects of the optics can be modeled using linear operators that operate on the light field [21].

In image systems software, a particularly important example of the plenoptic function is the radiance from the plane of the lens exit aperture, \((s, t)\), to the sensor plane, \((u, v)\). This representation is called the light field [22] or lumigraph [22, 23]. Light field cameras are designed to estimate this function; knowledge of this plenoptic function permits users to manipulate the image rendering in useful ways, such as refocusing the depth plane or depth of field [24].

The complexity of the scene representation should match the simulation goals. A simple representation of scene radiance, \(L(x, y, \lambda)\), is sufficient to predict the visibility of blur, noise, or color differences. A more complex representation, \(L(x, y, z, \theta, \phi, \lambda)\), is necessary to analyze transparency, depth of field, and synthetic apertures.

When possible, it is useful to separate the scene radiance into an illuminant term and a surface reflectance term. For some purposes- it is enough to represent the illuminant as a single vector that is constant across the scene. In other cases, it is best to represent the illuminant as a multidimensional array that varies with scene position (Figure 4). In either case, dividing the scene radiance by the scene illumination at a position approximates the surface reflectance.
Figure 4  **Spatial variation in the scene illumination.** A synthetic scene generated from computer graphics data is shown. The three scenes show the same surfaces rendered using different illuminant spectral power distributions. The scene on the left is rendered with a 3500 K blackbody radiator and on the right with a 7000 K blackbody. The middle is rendered with a space-varying illuminant that is 3500 K on the left and 7000 K on the right. As the scene is generated using computer graphics, the depth map is known exactly. This information can be used to account for depth of field effects when using the optics to compute the sensor irradiance.
3.1 Efficient Scene Representations

The size of the spectral representations can be significant, particularly when both the surface and illuminant vary across the scene. For example, hyperspectral imagers capture a sequence of images of the same scene finely sampled over a wide range of wavelengths. Data from hyperspectral imagers that use CCD (charge coupled device) or CMOS (complementary metal oxide semiconductor) sensors can capture spectral data between 400 and 1000 nm, sampling every 2 or 4 nm. Hyperspectral imagers that use indium gallium arsenide (InGaAs) or mercury cadmium telluride (HgCdTe) sensors can capture between 900 and 1700 nm and 1000 and 2500 nm, respectively. Representing scene radiance with such high spectral resolution can require significant amounts of memory. For example, a 1 K × 1 K image represented from 400 to 770 nm at 4 nm spacing (93 samples) at double precision is about 750 MB.

It is possible to reduce the dimensionality of the spectral data by using linear models for surfaces and illuminants (Marimont, 1992, p. 376). First, scene radiance data can be expressed as the linear combination of separate functions describing the spectral reflectance of surfaces and the spectral power of scene illumination. Second, these functions can themselves be described by linear combination of a smaller set of spectral basis functions. For example, the spectral power distribution of natural daylights has been measured by various groups around the world, and there is consensus that daylights can be represented by a weighted combination of three spectral basis functions [25]. It is less certain how to randomly sample natural surfaces, but over the last few decades multiple groups have sampled surface reflectance functions of natural objects and reached a consensus that these can be represented to an accuracy of 1–2% using a linear model comprising as few as six or seven spectral basis functions [19, 26, 27]. Such linear models provide a compact representation: rather than representing the data with 93 wavelength samples, it is adequate to use only the seven coefficients of the spectral basis functions, reducing the memory requirement by about a factor of nearly 15 (Figure 5).

![Figure 5](image)

**Figure 5** Linear model of surface reflectance. Using the singular value decomposition, we calculated the optimal linear basis functions for predicting the spectral reflectance of a set of containing 700 surfaces. (a) The percent variance explained increases with the number of bases. The first 10 bases explain the data quite well, beyond the accuracy of the original measurements. (b) The scatter plot shows the prediction accuracy for a model with seven bases. The inset histogram shows the error distribution, which has a 1% standard deviation.
4 Optics and Sensor Irradiance

The simulation of imaging optics converts the scene radiance data into an irradiance image that represents the sum of the rays incident at a region on the sensor surface (photons/s/nm/m²). Just as there are useful simplifications of the scene radiance, optics simulation can be carried out with varying degrees of complexity. Traditional modeling based on scene radiance representations separates optical factors into several terms: lens shading (vignetting), geometric distortions, and blur. More complex modeling can be applied to the light field representation [21].

4.1 Conversion of Units

The traditional camera equation converts radiance to irradiance for an ideal lens with a circular aperture [8, 28]. The equation is accurate in the center of the image (i.e., on the optical axis).

\[ I(x, y, \lambda) = \frac{\pi T(\lambda)}{4 \times (\frac{f \#}{\lambda})^2} L(x, y, \lambda) \]

The relative illumination declines with distance from the image center (lens vignetting). The relative illumination may differ between lenses, but for many purposes, a simple formula (cos-fourth law) relates the relative fall off to the visual field angle \( \theta \) when using a thin lens.

\[ R(\theta) = \cos^4(\theta) \]

The relative illumination can also be written as a formula relating distance to the lens, \( d \) and field height, \( r = (x^2 + y^2)^{\frac{1}{2}} \).

\[ R(S) = (\frac{d}{r})^4 \]

4.2 Geometric Distortion

The geometric distortion describes how the lens maps object coordinates, \((x, y)\), into the sensor coordinates \((\hat{x}, \hat{y})\). The distortion can be calculated using lens design software, or it can be measured empirically using a printed or displayed grid. The distortion is typically radially symmetric, and its size depends on the lens settings such as aperture size and distance from the sensor. Using the radial symmetry, the polynomial is often represented as a polynomial function of field height, such as

\[ \hat{x} = x + x(k_1 r + k_2 r^2) \]

where \( \hat{x} \) is the real (distorted) position at field height \( r \) for a point whose ideal position is \( x \). A similar equation is used for the \( y \)-dimension. If the parameters \( k_i \) are both zero, there is no distortion. Other geometric formulae have been proposed and analyzed, but this simple polynomial often does well [29–31] (Figure 6).
4.3 Spatial Blur

The generalized point spread function of an optical system depends on field position, depth, and wavelength. Suppose the sensor coordinate system is represented as \((u, v)\). The spread over the sensor surface from a scene point at \((x, y, z)\) and wavelength \(\lambda\) can be expressed as the function \(P(u, v | x, y, z, \lambda)\). The general point spread accounts for lens blurring as a function of field height, depth of field, and chromatic aberration. To calculate how the image is blurred using this point spread, knowledge of the image field height \((x, y)\), the object distance at that field height, \(z(x, y)\), and the spectral irradiance are required. The blurred irradiance is the sum of the point spread functions, weighted by the irradiance.

In general systems, the point spread function shape varies substantially with field height, depth, and wavelength (Figure 7). The extent of the blurring can depend on the lens setting. If all of the scene objects are far, or the depth of field of the optics is large (small aperture), the point spread functions are effectively independent of scene depth and can be expressed as \(P(u, v | \lambda)\). This collection of point-spread functions captures field height dependent lens imperfections, diffraction, and chromatic aberration.

If the simulation is performed over a small field of view, the variation with field position may become negligible as well. In this case, the collection of point spread functions is simply \(P(u, v | \lambda)\) and the blur is shift-invariant. An image region in which the point spread is shift-invariant is called isoplanatic. A shift-invariant simulation can be computed efficiently using the fast Fourier transform. Within a waveband, shift-invariance transformations are acceptable approximations for objects that are effectively far away, or if the calculation is confined to a paraxial region for objects with a narrow depth range.

An ideal (diffraction-limited) lens is a useful model for many calculations: such a model sets an upper bound on spatial acuity. An ideal lens with a circular aperture has a radially symmetric, shift-invariant point spread function whose spread depends only on the ratio of lens focal length and aperture \((f/#)\), and the irradiance wavelength. There is a closed-form
Figure 7  Point-spread functions vary with wavelength, field height, and depth. The point spread functions shown were calculated for the same lens used in Figure 6.

solution for this wavelength-dependent point spread

\[ P(v | \lambda) = I_0 \left( \frac{2J_1(v)}{v} \right)^2, \quad v = \frac{\pi x}{\lambda f/\#} \]

\( J_1 \) is a first-order Bessel function; \( I_0 \) is the irradiance at wavelength \( \lambda \). The point spread of the ideal lens and circular aperture is called the Airy pattern; it comprises a bright central region that falls off to a minimum (dark ring), and followed by a sequence of alternating light and dark rings. For typical imaging systems, in which the spread of the light is small compared to the focal length of the lens, the radius of the first ring is \( \sin(\theta) = 1.22\lambda/d \), or given that the angle is small simply \( \theta = 1.22 \lambda/d \), (\( \theta \) is in radians, \( \lambda \) is the wavelength of the light, and \( d \) is the size of the aperture). The distance to the first minimum can also be written as \( \Delta = 1.22 \times \lambda \times (f/\#). \) For example, given an ideal lens with an \( f/\# \) similar to that of the human eye (5.6), and light in the middle of the visible wavelengths (550 nm), the radius of the first Airy ring is 3.76 microns.

4.4 Optics Operation

In many imaging systems, the optical parameters are adjusted in response to changes in the viewing condition. For example, many cameras implement autofocus algorithms to bring objects at a specific distance into sharp focus on the sensor surface. In addition, the user often has control of the size of the aperture, which determines both the amount of light at the sensor and the depth of field.

Autofocus algorithms differ in the area of the sensor image that is analyzed, the image statistic that is calculated, and the predetermined target value of the statistic. Autofocus algorithms are driven either by an error signal that is derived from a separate subsystem or data obtained through the lens (TTL) from the sensor itself. The contrast of an edge is a typical image statistic for focusing [33–36]. Software simulations can test autofocus algorithms under a range
of conditions [37]. The algorithms tend to work better with good lenses and high light levels, with performance speed and accuracy falling off beyond a normal compliance range.

As an application, consider that imagesystemssimulations can establish manufacturing tolerances on the placement of the sensor with respect to the lens aperture (Figure 8). To provide optimal focus for distant objects, the distance between the sensor and lens should equal the focal length. Using the imagesystemssimulation, we can calculate the defocus [38] and render the image for relatively small misalignments.

4.5 Extended Optical Designs

Optical design is an active field, and there is considerable interest in designing systems that capture and analyze information about the light-field [23]. Systems are being designed with special pupil functions (coded apertures) that can be useful in making measurements such as object distance [40–42]. In addition, a number of groups have implemented systems with lenslet arrays that are placed behind the optics but in front of the sensor [24, 43]. This design enables measurement of the light-field. With this information, one can render images that simulate acquisitions using a range of pupil apertures and sensor positions. In this way, one can change the depth of field and focal plane after the image has been captured. Simulations based on light-field representations extend the traditional model of scene radiance to a more complex but richer set of possibilities.

5 Sensor

Image systems simulations use the concept of a generalized sensor, a software object that includes descriptions of several system components that are integrated with the silicon chip. The generalized sensor includes the IR blocking filter, diffuser, microlens array, CFA, pixel geometry, photodetector geometry, and sensor circuitry. Some of the sensor components, such as the pixel, are complex enough to be represented as independent objects that are a software class within the generalized sensor object.

The essence of the generalized sensor is a phenomenological model of how irradiance is converted to sensor outputs. To predict the sensor output, the simulation does not need to explicitly model the current flow at every transistor, the charge at every capacitor, or the material properties of every resistor. Attempts to incorporate this level of detail make the simulation impractical. A phenomenological model is a set of mathematical formula that predicts properties, such as light sensitivity, spatial and temporal integration, fixed and temporal noise, and circuit properties (e.g., quantization). The parameters of the model depend on system components that are closely coupled to the sensor – the CFA, anti-aliasing filter, and microlens array – although these components are not part of the chip itself. The generalized sensor object includes the image systems components whose properties are essential for an accurate phenomenological model.

Computations using the generalized sensor object can be separated into an estimate of the mean response followed by addition of the noise. The mean signal accounts for the scene radiance, passing through the optics, and the conversion to the image sensor response. The mean calculation can be computationally expensive and a clean copy is worth saving. The noise model is relatively inexpensive to compute. Separating the mean signal and noise calculations
Figure 8  Sensor misalignment. For the best focus, the sensor must be positioned accurately behind the lens. This simulation illustrates the consequences of placing the sensor at two distances near the optimal position. The simulation is for a camera with a diffraction-limited lens with f-number of 2.4 and focal length of 3.9 mm. The pixel size is 1.4 microns, the pixel fill factor is 75%, and the sensors images were processed using bilinear demosaicking. The top leftmost image is the output of the system when the sensor is placed at the focal length distance of 3.9 mm. The middle and right images were produced when the sensor was placed 10 and 40 microns from the optimal position. The graphs show the modulation transfer functions calculated using the ISO 12233 method [39]. The inset text shows the spatial frequency on the sensor surface at which the image contrast is reduced by 50%.
is useful for many applications in which one would like to analyze the signal to noise across multiple captures of a fixed scene (e.g., video frames).

5.1 Signal Transduction

The conversion from photons to electrons is linear over most of the operating range: the number of electrons scales with intensity and sums across wavelength. The mean response of the photodetector to an irradiance image \( I(x, y, \lambda) \), photons/s/nm/m\(^2\) is determined by the aperture function across space, \( A(x, y) \), exposure time \( T, s \), and photodetector spectral quantum efficiency \( S(\lambda), e^{-\lambda}/\text{photon} \). Material properties of the silicon substrate, such as thickness and doping concentrations, influence the photodetector spectral efficiency [44, 45]. The number of electrons in a pixel can be calculated as the sum across the aperture and wavelength range

\[
e = \int_{x,y} \int_{\lambda} S(\lambda) A(x, y) I(x, y, \lambda) dx dy d\lambda
\]

Deviations from this linear equation arise under very low light because of transistor thresholds and under very high light when the ability to store electrons is exceeded (well capacity).

5.2 Pixel Geometry

The first generation of CMOS imagers placed the photodetector in the silicon substrate, below the color filters and metal layers. In this geometry, the detector is at the bottom of a tube; the position and width of the opening to the tube determine the pixel aperture [46, 47], and the length of the tube can be as long as the pixel aperture. This geometry limits how efficiently photons find their way from the imaging lens to the detector, particularly for pixels at the edge of the sensor (pixel vignetting).

To compensate for the loss of sensitivity created by this arrangement, sensors include microlenses positioned above the color filters. For on-axis pixels, the microlens concentrates the light onto the portion of the substrate containing the detector. For pixels located at the edge of the sensor, the microlenses serve mainly to redirect the light from the lens so that more photons reach the photodetector. To appropriately redirect the rays, the position of the microlens depends on the location of the pixel within the sensor array. The microlens is directly over on-axis pixels, but it is substantially displaced for pixels at the edge of the sensor array.

The combination of the pixel geometry, materials, and microlenses is sometimes called the pixel optics [47]. In systems simulation, these can be grouped together into a single phenomenological spectral efficiency function that varies from the center to the edge of the sensor array.

5.3 Sensor Noise

Noise factors are grouped into two types: temporal and fixed-pattern noise. Temporal noise fluctuates with each acquisition. One inescapable source of temporal noise is the Poisson distribution of incident photons (photon noise) and the corresponding noise in the sensor electrons.
(shot noise). Reading the stored electrons is a noisy process (read noise), and there is some variation when resetting the pixel to an initial state (reset noise).

*Fixed-pattern noise* refers to variations that are present in every acquisition. For example, the surface area of the individual pixels may vary across the sensor array. A consequence of this variation is that the signal gain will be greater than in some pixels than others. This unwanted random gain variations is fixed across time (photoresponse nonuniformity, PRNU). A second example of fixed pattern noise is a difference in the pixel reset circuitry. The circuitry may be more effective in some pixels than others, producing a reliable mean difference in the dark level voltage across the sensor array (dark signal nonuniformity, DSNU).

Other properties of the generalized sensor may contribute to the PRNU and DSNU, including variations in the placement of the microlens array, local current leakage, and so forth. The software summarizes the system performance using parameters that define the variance of the response gain and offset without specifying which component causes this variation. The phenomenological parameters can be estimated by experiments with an intact device. Experimental methods for estimating these quantities, and more details on implementing the calculations, are described elsewhere [8].

Figure 9 illustrates how photon noise and sensor noise (dark voltage, read noise, PRNU, and DSNU) affect the final image. It is impossible to diagnose the source of image noise by simply looking at single images. There has been great progress over the last 15 years in

![Figure 9](image-url)
Figure 10  Photon noise. The processed images shown at (a,b) were calculated using a simulated imaging sensor that has a 1.2-micron pixel and a 15-ms exposure duration. (c,d) were calculated using a simulated imaging sensor that has a 2.4-micron pixel and a 15-ms exposure reducing sensor noise; but photon noise will always be present and particularly visible at low light levels (Figure 10) [48, 49]. Image systems simulations allow designers to manipulate different sources of noise and visualize the impact on perceived image quality.

5.4  Global Wavelength Management: Lens and Infrared (IR) Cut Filters
Consumer photography seeks to reproduce a color image whose appearance resembles what the person saw at the time of acquisition. The first step in making an accurate color reproduction is to exclude irradiance wavelengths that are outside of the visible range. The optical glass in the camera lens typically reduces short wavelength (below 400 nm) transmission. A filter placed on the sensor surface reduces the long-wavelength and near IR transmission. This filter typically blocks wavelengths beginning at 650–680 nm. The combination of UV blocking and IR cutoff produces an irradiance image at the sensor surface that contains energy in the wavelength range that influences human vision.

5.5  Local Wavelength Management: Color Filter Array
Under moderate to high illumination levels, the human visual system encodes the scene using three types of light sensitive detectors (cone photoreceptors) that sample the spectral...
irradiance. To provide enough information to match the scene color appearance, the sensor must measure the same three-dimensional space of the spectral irradiance sampled by the human eye.

Sensors sample the spectral irradiance by placing an array of color filters over the pixel array. Classically, the CFA consists of three spectral types: a long-wavelength (red), short-wavelength (blue), and middle-wavelength (green). The most common spatial format is a repeating $2 \times 2$ pattern (super-pixel) that includes one red, one blue, and two green samples (Bayer array [50]). To reduce spatial aliasing, an optical low pass filter spreads a point of light across the super-pixel. This filter is placed in the optical path between the lens and sensor.

Although the Bayer CFA has been predominant, many other arrays have been suggested. The simulation environment should enable the use of arbitrary CFAs, including ones with much larger super-pixels and many different types of CFAs, IR cutoff filters, and lens transmission types.

5.6 Pixel Spatial Sampling

Most sensors transform the spectral irradiance image into a two-dimensional array of voltage samples, one sample from each pixel. Even so, the simulation software should allow for pixel sampling positions beyond the usual, two-dimensional sampling grid. For example, the Foveon sensor has three spectral samples at each pixel [51], the Fuji “Super CCD” sensor has a non-rectangular sampling arrangement [52]. Implementing the generalized sensor that enables arbitrary pixel-positions entails significant computational overhead; it is more efficient to create irregular representations by simulating several acquisitions and then selecting the pixel responses. For example, the Foveon sensor can be implemented as three sequential captures with different color filters; the Fuji sensor can be simulated by two captures with spatially displaced copies of the sensor.

5.7 Sensor Operation

Before image acquisition, software adjusts the sensor parameters so that the sensor data occupy a large portion of the sensor’s range. The two most important sensor parameters are the integration time and the response gain.

Auto exposure (AE) algorithms determine the time required for the highest scene radiance value to produce a response near the sensor saturation level. This is desirable because high response levels have the best signal-to-noise ratio, and measurements that span the response range have the smallest quantization noise.

If the duration needed to fill up the response range is long, more than a couple of hundred milliseconds, the image content is likely to move and a handheld camera will shake [53–55]. To reduce these undesirable motion effects, the integration time may be shortened and the sensor gain increased. A gain adjustment does not improve the signal-to-noise ratio, but it does reduce the quantization noise. Adjustments of the sensor gain are referred to as changes in the camera speed, in analogy to film speed.

For a given scene radiance, the integration time and lens aperture combine to produce a given response level. The effects of these two camera parameters are often summarized as the exposure value (EV). The EV formula is usually expressed with respect to the relative aperture
(f/#) and exposure time \(T\)

\[ EV = \log_2 \left( \frac{(f/#)^2}{T} \right) \]

This is equivalent to

\[ EV = 2\log_2(d) - (2\log_2(A) + \log_2(T)) \]

where \(d\) is the focal length and \(A\) is the aperture diameter. Increasing the diameter or increasing the exposure time has the same effect.

In addition to modeling these traditional exposure methods, it is possible to simulate alternative exposure control algorithms, including exposure bracketing and digital pixel systems that repeatedly and nondestructively read the pixel over time [56, 57].

### 5.8 Novel Sensor Designs

There have been many interesting new developments in sensor technology [58, 59]. Many innovations were driven by the trend to higher resolution and smaller pixel size. The decrease in pixel size reduces light sensitivity and signal-to-noise.

Back-illuminated sensors have achieved a significant improvement in light sensitivity. Recall that pixel vignetting, because of the presence of metal layers above the photodetector, reduces pixel sensitivity. In back-illuminated sensors, the metal layers are placed behind the photodiode [60]. Sensitivity can be improved by as much as 50% by flipping the silicon wafer during the manufacturing process, and then thinning the reverse side so that light is absorbed into the photodetector [61].

There also has been innovation in the design of color acquisition methods. Several manufacturers have produced sensors that contain a high sensitivity pixel by replacing one of the two green pixels in the Bayer array with a clear (white) or relatively clear (emerald) filter. This increases the sensitivity and requires further innovations in the image processing. There have been advances in the color filter materials, including new types of materials based on quantum dots that create a much thinner filter [62, 63]. Spectral responsivity can be controlled by placing fine metal lines in the pixel [64, 65] and by voltages within the photodetector substrate [66, 67].

### 6 Image Processing

The image processor (IP) converts sensor data into an image that can be displayed or printed. The IP accomplishes two critical goals: spatial interpolation and color transformation. First, in most cases, the sensor data are incomplete because each pixel measures only one color channel; to display a color image, one must specify at least three values at each spatial location. The camera IP supplies the missing pixel values. Second, the IP must transform the camera sensor data into a calibrated color representation that can be used for accurate rendering on a display or printer. The color transform used in the IP must adapt to the illumination because the human visual system does so.
6.1 Interpolation

There are two reasons why sensor data must be interpolated. First, when producing a sensor with millions of pixels, some of them will fail (dead pixels). If a sensor has pixels in a cluster or line that fail, the part will be rejected. But if there are relatively few dead pixels, and they are at random and widely spaced locations, the missing data can be inferred from neighboring pixels. Most modern systems have a dead pixel replacement algorithm [68, 69].

The second reason why data are interpolated arises from the widespread use of CFAs. For example, the Bayer CFA [50] is based on a $2 \times 2$ super-pixel (RG/GB). The optics includes an anti-aliasing filter so that the irradiance varies little across the super-pixel. Hence, these data are adequate to represent three color channels at the spatial resolution of the super-pixel. Typically, however, manufacturers increase the spatial resolution by algorithms that interpolate the output from the super-pixel resolution to the single pixel resolution.

Spatial interpolation of the color channels is called demosaicking, and this component of image processing has attracted widespread interest [70]. Demosaicking algorithms draw on a diverse array of signal processing techniques, for example, inverse problems [71], neural networks [72], wavelets [73], Bayesian statistics [74, 75], and convex optimization [76]. The vast majority of demosaicking algorithms have been optimized for the Bayer CFA.

Two general demosaicking principles have emerged. First, there is a high degree of correlation between the nearby pixel responses across the color channels. This correlation is due in part to (i) image blurring, (ii) the spectral power distributions of natural image data, which tend to change smoothly across wavelength, and (iii) the overlap in the color channel responsivities. Second, the most successful demosaicking algorithms are adaptive, in that they interpolate using rules that identify image spatial structure [77–79].

Image systems simulations make it possible to evaluate algorithms under a wide range of different imaging conditions. This is valuable because demosaicking algorithm performance depends significantly on these conditions. For example, many demosaicking algorithms are designed to use edge information from the image. Yet, when the optical blur spans several pixels, these algorithms find very few sharp image edges. Conversely, under low light conditions, the image data contains a great deal of noise that is easily confused with image edges. In this case, it is important to protect the demosaicking algorithm from interpreting sensor noise as a high contrast edge. The conditions in which specific types of algorithms are helpful can be assessed through simulation.

6.2 Color Transformations

To render a color image properly, we must know the intended effect on the human observer. For example, one might like the rendered image to match the appearance of the scene that was captured. Or, one might wish to render a picture with higher saturation or contrast than the original scene. Whatever the intent, the IP must produce data that can be accurately rendered onto the display or print. The key technology for accurately representing the desired image is to produce output in a calibrated color space, such as display sRGB [80].

The spectral sensitivities of different cameras vary considerably. Even so, we are unaware of cameras whose sensor outputs are in a calibrated space, say within a linear transformation of the XYZ system (colorimetric). As camera sensors are not colorimetric, it is mathematically impossible to linearly transform all possible irradiance distributions into a calibrated color
representation: there will be pairs of irradiance distributions that produce the same camera responses (camera metamers) and that have different XYZ values. Despite the limits of camera metameresim, the IP color transform is typically a linear function that makes a best effort to convert the camera color responses into a calibrated space.

The IP color transform must adapt to the image data because the human visual system adapts in response to changes in the ambient lighting conditions. As a first-order approximation, human adaptation preserves the color appearance of surfaces across lighting conditions. For example, a white shirt retains its appearance whether it is directly illuminated by the sun or indirectly illuminated by the blue sky. This visual adaptation is commonly referred to as color constancy [81]. The IP color transform is selected in the same way, in the sense that the transform is selected so that white surfaces are rendered as white in the final image.

For a conventional RGB camera, the IP color transform from sensor data to an output image is represented by a $3 \times 3$ linear transformation. There are many ways to select this transformation, but the general principles are clear and can be divided into two parts. An illustrative example is provided here.

Suppose that we want to produce rendered images that appear as if the surfaces are illuminated by a spectral power distribution, $d_1$. Represent the camera spectral responsivities in the columns of a matrix, $C$, and represent the CIE XYZ functions in the columns of a matrix $H$. Finally, create a list of surface reflectance functions that are considered important for rendering and place these in the columns of a matrix $S$.

If the image data are acquired under the desired illuminant, $d_1$, then the IP color transform is simply the $3 \times 3$ matrix, $L_{d_1}$ that solves this linear equation

$$H' \text{diag}(d_1)S = L_{d_1} C' \text{diag}(d_1)S$$

We can find $L_{d_1}$ using an inverse operator

$$L_{d_1} = (H' \text{diag}(d_1)S) [C' \text{diag}(d_1)S]^{-1}$$

(These linear equations are illustrated in Figure 11 as a matrix tableau.)

Now, suppose the data are acquired under a different illuminant, say $d_2$. We adjust the linear transformation to

$$L_{d_2} = (H' \text{diag}(d_1)S) [C' \text{diag}(d_2)S]^{-1}$$

There are various ways to implement the matrix inverse, such as the pseudo-inverse, or ridge regression. It is also possible to solve for the transform $L$ using a search algorithm that minimizes the CIELAB prediction differences. Some engineers allow $L$ to be a $3 \times 3$ matrix, others restrict the search to a diagonal transformation, $D$, and sometimes the IP is based on a fixed $3 \times 3$ transformation, $F$, followed by a diagonal, $L = DF$.

The color transformation for different scene illuminants can be computed in advance and stored. Image systems software can be used to create these color transforms for a particular set of illuminants and selection of surfaces, and then to test how well the transformations perform under less common illuminant and surface conditions (Figure 12).

To apply the correct transformation, the IP must estimate the illuminant; several illuminant estimation algorithms are described in the literature [82–90]. Some of these algorithms are based on simple image statistics such as the mean RGB value or the ratio of the red and blue sensors. Others involve more elaborate Bayesian computations [85] or Retinex-style algorithms [91, 92].
Figure 11  Linear formulation for determining the sensor correction.  (a) The CIE XYZ values for a set of $M$ surfaces under an illuminant are calculated as the product of the surface reflectance ($S$), the illuminant spectral power distribution ($d_1$), and the human color matching functions ($H$).  (b) When the same surfaces are recorded by a camera, we replace the human color matching functions with the camera spectral quantum efficiency ($C$). We try to correct for the difference between $H$ and $C$ by applying a $3 \times 3$ transform, $L_{d_1}$, to the camera data. The same formulation is generalized to compensate for changes in the illuminant.

6.3 Novel IP Technologies

Image processing is necessarily coupled with the characteristics of the optics and generalized sensor. Algorithms that are designed to optimize performance for the Bayer CFA dominate the literature. Advances in optics, sensors, and displays require new IP algorithms. These algorithms must account for the new color channels, the arrangement of the color mosaic, sensor noise, and the many different target displays.

Cameras have become increasingly tied to mobile phones, and the computational power of phones is increasing. There is now great interest in placing computer vision algorithms in the IP. For example, many cameras include automatic face identification algorithms [93], red-eye removal, and smile detectors [94]. Mobile phones can combine information from global positioning sensors and imaging systems to identify objects in a scene and search online image databases [95]. Online information can in turn modify how images are acquired.

IP algorithms increasingly interact with the image acquisition. For example, rather than acquiring a single long exposure, processors can increase sensor sensitivity and reduce motion blur by acquiring several shorter exposures, aligning them, and summing the results [96]. IP algorithms also have been extended to acquire an image pair: one with and one without the flash. The processor then uses data from the two images to reduce noise [97] or to estimate the
Figure 12  Illuminant correction transforms. The IP adaptively selects illuminant transforms that render the surfaces in a scene as if they were illuminated by a standard daylight. These transforms map the sensor values captured under one light into a calibrated color space representing the same surfaces illuminated by the standard daylight. To apply the correct color transformations, the IP must estimate the original scene illumination. The leftmost and rightmost images illustrate the consequences of applying the incorrect color transformation to the sensor image illuminant [98]. A popular IP algorithm combines a stream of images into a single panorama [99].

As computer power and communications bandwidth increases, the entire notion of an image as a matrix is likely to be replaced by a more general concept: the image data will comprise multiple captures, and the image file will be combination of data and programs that offer the user multiple ways to render the data. In this case, the IP will be part of the image data and not restricted to the camera itself. Image systems simulation can play a very useful role by producing large numbers of test images and evaluating IP performance under a wide range of conditions.

7 Camera System Simulation

To this point, we emphasized how simulations are used to evaluate camera components [49, 100, 101]. Here we explain how image system simulation can be used to design an IP pipeline for a complete camera system. Simulation of the complete system is critical, because hardware and algorithms should be coupled together. For example, it should be possible to increase the dynamic range of imaging sensors by including a clear filter in the CFA. It should also be possible to improve the spectral accuracy of image sensors by increasing the number of different filters. To take advantage of these hardware modifications, new demosaicking, denoising, and color management algorithms are required.
Figure 13  Combining image systems simulation and machine learning. The local, linear, and learned (L3) technology uses image systems simulations to calculate the scene XYZ values and the corresponding sensor responses (training data). Using simulations, a large number of training scenes L3 learns the optimal linear transforms from the sensor responses to the scene XYZ for a number of different conditions, including the pixel type (R, G, B, or W), mean response level, and response variance of nearby pixels. These transforms are used to render new sensor data. The transforms comprise an image-processing pipeline (demosaicking, denoising, and color transforms) that is optimized for the simulated camera [103, 104].

As an example, consider designing a camera system that uses a CFA with four color filters: RGB and a clear (W) filter [102]. W-pixels will be more sensitive than RGB-pixels, so the camera will respond under low light levels. However, there is a design challenge: W-pixels saturate at moderate and high light levels, where the RGB pixels provide good information. Hence, to take advantage of this design, we need an adaptive IP algorithm that draws data from the proper pixels at the proper light level. The RGB data should dominate at high light levels, and the W-pixels should dominate at low light levels, and there must be a smooth transition between the illumination levels.

Figure 13 illustrates a method that relies on image systems simulations to create an IP pipeline for a camera with RGBW-pixels. The image system simulation produces responses to a large set of training scenes. Because these are simulated, the calibrated scene XYZ values are known. Machine learning is used to discover local linear operators that map the simulated camera responses to the correct scene XYZ values. The combination of image system simulation and machine learning is called L3 (Local, Linear, and Learned [103, 104]). L3 calculates and stores optimized linear operator parameters that map camera responses to XYZ values for different classes of pixel (RGBW), light level (low to high), and local spatial patterns (smooth and textured). The linear operators, which are applied adaptively, depending on the local image data, combine demosaicking, denoising, and color transforms into a single computational step.

Figure 14 shows images generated using the L3 technology for imaging systems with various types of CFAs – Bayer RGBG, RGBW, and RGBN where N is a neutral density filter that reduces the sensitivity of a W pixel [105–107]. The simulations used a camera with an f/4, diffraction-limited lens, 3 mm focal length, 2.2 micron pixel, and 100 ms exposure duration (see [103] for the other simulation parameters). By using image system simulations, we can visualize the results under a wide range of viewing conditions. For example, Figure 14 shows that RGBW sensors have an advantage at low light levels (1 cd/m²). At higher light levels, the three different CFA types have comparable image quality.
Image Systems Simulation

Figure 14  Using image systems simulation to compare camera designs. The L3 technology created an IP pipeline that optimized the performance of camera systems with three different types of CFAs: RGBG (left), RGBW (middle), and RGBN (right). The simulation compares the rendered images for scenes with a mean luminance of 1 cd/m$^2$ (top row) and 40 cd/m$^2$ (bottom row).

8 Summary

The design and manufacturing of an imaging system includes contributions from individuals with many different skills and who have the responsibility for selecting and integrating multiple system components. Using image system simulation, engineers can visualize how changes in individual components affect the final image. In addition, it is possible to quantify the effect that individual imaging components have on the performance of an imaging system. Image systems simulation software provides the engineering team with useful guidance and understanding of how the components will work together across a wide range of imaging conditions.

There remain many opportunities to expand simulations to incorporate more advanced methods for creating realistic spectral data that serve as scenes, advanced optical modeling, and new ideas for the sensor and image processing architectures. Validation using real devices with calibrated scenes is an important aspect of developing image systems simulations [8, 108, 109]. As the systems we simulate become increasingly complex, so too does the task of validation.

The next generation of image systems simulation will need to expand to simulate the effects of combining data from multiple types of sensors, including specialized components that measure depth, motion, and location. As so many modern imagers are integrated into mobile phones, it is likely that image processing will include components that search the Internet to help determine the final rendering [110]. Such a search might use information about the materials of objects (cars, faces, chairs, doors, walls, and buildings) to render the image. In this
futuristic vision, the camera module will be part of a larger, networked system that draws on multiple sources of online information. This parallels the human visual system, which makes inferences based on prior knowledge [81].

As image systems evolve in this direction, the expertise of the different teams will broaden to the point where communication during the design process will have to be based on simulations of the output. The team will include software engineers who are expert at Internet database search, and hardware engineers who understand optics and sensor design. Image systems simulation software can provide an effective mechanism for such a diverse team to work together.
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Abstract

Image systems simulation plays an important role in the design and evaluation of a range of devices, from large-scale remote sensing to the smallest biomedical imaging instruments. We review principles of image systems simulation that are applicable to the design and evaluation of consumer imaging devices. In this application the main goal is to help engineering team members measure and understand how each of the many system components influences image quality. We show how to combine models for scene radiance, optics, sensors, image processing and displays into a unified simulation. We then illustrate how to use simulations to evaluate design tradeoffs, invent new imaging systems, and optimize image-processing algorithms.
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